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Abstract. Strategic decision making about education and open and distance education (ODE) issues requires 
analytic approach supported by a suitable method. The Analytic Network Process (ANP) meets all the requirements 
of decision making in higher education (HE), but it is very rarely used in practice because of its weaknesses. The 
weaknesses are related to the complexity of the method and demand on resources in the process of 
implementation. An upgraded ANP method that combines the ANP with the Social Network Analysis (SNA), which 
diminishes some of the weaknesses of the original ANP, is presented in this paper.   

1. Introduction  

Current ODE and e-learning challenges are related to diversity of student body, open learning environments, 
learning analytics, labor market needs, specific characteristics and demands that come from users, changing users’ 
attitudes, behaviors and roles (The NMC Horizon Report, 2017). Bates predicts (Bates, 2014) disappearance of 
online learning as a separate construct, then that multi-mode delivery will be concentrated in fewer institutions but 
with more diversity and with multiple levels of service and fees, that it is coming an end of the lecture-based course 
and written exam, establishing the final implementation of lifelong learning with new financial models, that 
systematic faculty development and training is crucial, that all that provoke devolved decision-making and 
organizational models, more difficult issues with student privacy, data security and student online behavior. Dealing 
with those challenges requires strategic decision making. Using appropriate methodology for strategic decision 
making (DM) is crucial to make effective decisions. 

The research presented in this paper has been prepared in the scope of the project “Development of a 
methodological framework for strategic decision making in higher education – a case of open and distant learning 
implementation” (HigherDecision) supported by Croatian Science Foundation (web: higherdecision.foi.hr). The 
primary goal of HigherDecison project is to develop a complete methodology for strategic decision making and 
monitoring of its implementation in HE. Two basic components of the project are: 1. Development of methodological 
framework for strategic DM and monitoring of its implementation; 2. Application, adjustment and evaluation of 
methodology on the example of decision implementation on ODL and e-learning.  

In our previous research, we investigated decision making methods and methodologies used in the decision making 
in HE and/or ODL. We defined characteristics of decision making in HE and analysed DM methods in order to be 
applicable for decision making in HE and particularly suitable for the area of ODL and e-learning. 

The specific objectives of this paper are: 

 to discuss the most suitable methods for strategic decision making in HE, and  

 to present upgraded ANP method for strategic decision making illustrated with an example of using the 
upgraded ANP method on an e-learning problem. 

2. Previous research 

In the scope of the project HigherDecision we have investigated which decision making methods and methodologies 
are used in the decision making processes in higher education connected to ODL (Kadoić, Begičević Ređep, & 
Divjak, 2016). Results show diversity of methods, methodologies and approaches used in the strategic decision 
making on ODL that proves complexity of the topic and variety of approaches. The most frequently used method 
was the Analytic Hierarchical Process (AHP) which is the most well-known multicriteria decision making method.  

In the second phase of our research we defined characteristics of decision making in HE (Divjak, 2016) and created 
a list of characteristics of DM methods in order to be applicable in the area of HE and ODL (Divjak & Begicevic, 
2015). In Table 1 we list several decision making methods and assess how they fit HE and e-learning/ODL demands 
(Divjak & Begicevic, 2015; Wudhikarn, 2016). 



 

Table 1: How different decision making methods fit HE and e-learning/ODL demands 

HE and e-learning/ODL demands         ANP AHP Promethee Electre Topsis 

Problem structuring + + - - - 
Multi-criteria method  + + + + + 
Modelling influences between 
Decision making elements   

+ - - - - 

Qualitative scale (criteria) + + + + + 

Quantitative scale (criteria) + + +/- +/- +/- 
Group decision making + + +/- +/- +/- 

Sensitivity analysis + + + + + 
Risks and opportunities + + + + + 
Benefits and costs + + + + + 

 
Based on the obtained results shown in Table 1, our conclusion is that the most suitable decision making method 
for strategic decision making in HE and e-learning/ODL issues is the Analytic Network Process (ANP). The ANP is 
a Multi Criteria Decision Making (MCDM) method introduced by Saaty (Saaty, 2001) as a generalization of the AHP 
method. The AHP method is one of the most widely exploited MCDM decision-making methods in cases when the 
decision (the selection of given alternatives and their prioritizing) is based on several tangible and intangible criteria 
(sub-criteria). However, many decision problems, especially in HE and ODL, cannot be structured hierarchically 
because they involve the interaction and dependence of higher-level elements in a hierarchy on lower-level 
elements. Therefore creation of a network of elements is needed (Begičević, Divjak, & Hunjak, 2009). The basic 
structure of the ANP is an influence network of clusters and nodes contained within the clusters (Saaty & Cillo, 
2008). This characteristic differentiates the ANP from the AHP. Priorities in the ANP network are obtained in the 
same way as in the AHP by using pairwise comparisons and judgments. The first step in an ANP application is to 
group the criteria that influence decision in clusters. The next step is to do pairwise comparisons using judgments 
based on the Fundamental Scale (1 to 9 scale of absolute numbers) (Saaty, 2001) and deriving priorities as the 
eigenvector of the judgment matrices. The main steps of the ANP are briefly described in the following section, but 
a detailed outline can be found in (Saaty & Vargas, 2006). Furthermore, in sections 4 and 5 we have listed the main 
ANP disadvantages and proposed the ANP upgrade that eliminates some of the identified disadvantages. In section 
5 we have discussed and illustrated with an example why upgrade of the ANP is more usable for decision makers 
in HE and e-learning/ODL that original ANP. 

3. The Analytic Network Process (ANP)  

The basic elements of the ANP are clusters and nodes (criteria) contained within the clusters. A network has 
clusters of elements, with the elements in one cluster being connected to elements in another cluster (outer 
dependence) or the same cluster (inner dependence). In outer influence one compares the influence of elements 
in a cluster on elements in another cluster with respect to a control criterion and in inner influence one compares 
the influence of elements in a group on each one (Begičević et al., 2009). The main steps of the ANP illustrated 
with the example of a problem structured in two clusters are (Saaty & Cillo, 2008) as follows: 

1. Decision making problem structuring – identification of alternatives and criteria and grouping criteria 
into clusters (in Figure 1. there are two clusters k1-k2 and k3-k4-k5); the influences between criteria (nodes) 
are defined (dotted arrows); alternatives from cluster a1-a2-a3 are connected with all criteria (solid arrows). 

2. Construction of the supermatrix – two-dimensioned matrix that indicates criteria and alternatives rows 
and columns (Table 2). In cells are weights of criteria and priorities of alternative (calculated in Step 3). 
Problem shown in Figure 1 has one supermatrix because the problem is simplified – two criteria clusters 
are parts of one control criteria. 

3. Pairwise comparisons. The data to fill supermatrix is calculated by pairs-wise comparisons of cluster 
elements. Criteria and alternatives are compared by using Saaty’s scale of relative importance. The scale 
has 9 values (degrees): 1 means that two elements are equally important, 3 means moderate importance 
of one element over other, 5 means strong importance, 7 means demonstrated importance and 9 means 
absolute importance (intermediate values 2, 4, 6 and 8 as well as real numbers between 1 and 9 are used) 



(Saaty, 2008). When making comparisons, we have to pay attention on inconsistency ratio (number that 
describes if transitivity relation has been satisfied). 

Comparisons needed in our example (Figure 1): 

a. Comparisons of elements in each criteria cluster: k1-
k2 and k3-k4-k5. Criteria weights are visible in Table 
2, column C, rows k1-k5; 

b. Comparisons of criteria that are influenced by same 
criteria k3 and k4 are compared to k2 (results are 
shown in column k2, rows k3-k4). k5 influences 
(only) k4 which means that in column k5, row k4 1 is 
written; 

c. Comparisons of criteria values per each alternative; 
in each cluster. 6 pairwise comparisons should be 
made: comparing criteria k1-k2 in pairs with respect 
to a1, a2 and a3; then comparing criteria k3-k4-k5 
with respect to a1, a2 and a3. Results are shown in 
Table 2 in columns a1-a3, rows k1-k5; 

d. Comparisons of alternatives with respect to each 
criterion. Results are shown in columns k1-k5, rows 
a1-a3. 

4. Comparisons on cluster levels. The goal of this step 
is to get weighted supermatrix (Table 3) which consists of eigenvectors (sum of all values in each column 
equals 1). In our example we have to do: 

a. Comparison of clusters k1-k2 and k3-k4-k5 with respect to goal in order to get cluster weights which will 
normalize column C; 

b. Comparison of clusters k1-k2 and k3-k4-k5 with respect to alternative cluster (a1-a2-a3) in order to get 
cluster weights which will be used to normalize columns a1, a2 and a3; 

c. Comparison of cluster k3-k4-k5 with cluster a1-a2-a3 with respect to k3-k4-k5 in order to get weight which 
will be used to normalize column k5; 

d. Comparison of cluster k3-k4-k5 with cluster a1-a2-a3 with respect to k1-k2 in order to get weights which 
will be used to normalize column k2.  

Table 1: Unweighted supermatrix   Table 2: Weighted supermatrix 

 C k1 k2 k3 k4 k5 a1 a2 a3 

C 0 0 0 0 0 0 0 0 0 

k1 0,4 0 0 0 0 0 0,4 0,3 0,8 

k2 0,6 0 0 0 0 0 0,6 0,7 0,2 

k3 0,3 0 0,4 0 0 0 0,5 0,1 0,4 

k4 0,3 0 0,6 0 0 1 0,15 0,3 0,3 

k5 0,4 0 0 0 0 0 0,35 0,6 0,2 

a1 0 0,2 0,5 0,3 0,4 0,3 0 0 0 

a2 0 0,7 0,1 0,1 0,2 0,4 0 0 0 

a3 0 0,1 0,4 0,6 0,4 0,3 0 0 0 
 

 C k1 k2 k3 k4 k5 a1 a2 a3 

C 0 0 0 0 0 0 0 0 0 

k1 0,2 0 0 0 0 0 0,2 0,15 0,4 

k2 0,3 0 0 0 0 0 0,3 0,35 0,1 

k3 0,15 0 0,2 0 0 0 0,25 0,05 0,2 

k4 0,15 0 0,3 0 0 0,5 0,075 0,15 0,15 

k5 0,15 0 0 0 0 0 0,175 0,3 0,1 

a1 0 0,2 0,25 0,3 0,4 0,15 0 0 0 

a2 0 0,7 0,05 0,1 0,2 0,2 0 0 0 

a3 0 0,1 0,25 0,6 0,4 0,15 0 0 0 
 

 
5. Calculating limit-matrix. When we multiply matrix from Table 2 with itself and repeat that procedure, after 

final number of steps we get matrix that by multiplying does not change anymore. That is a limit-matrix. 
There are two possible situations: limit matrix with circular influences between elements and limit matrix 
without circular influences between elements. In the first case, a multiplying must be used to get matrix in 
which all values in the same row are equal (those are final criteria weights and alternative priorities). In the 
second case, the Cesaro formula for calculating criteria weights and alternative priorities must be used. 

6. Sensitivity analysis. Analysis that shows how a change in input parameters influences the output 
parameters (Saaty, 2001). In terms of the ANP, input parameters are comparison values in steps 3 and 4. 
Output parameters are criteria weights and alternative priorities. In this step, we slightly (for 5 %) change 
input values and observe what happens with output variables. We are especially interested in observing 
alternative with highest priority – whether it is going to stay with highest priority after the changes of all input 
variables occur (±5%). 

Figure 1. Structure of decision making problem 
(clusters and alternatives) 

k1 

k2 

k3 
k4 k5 

a1 a2 a3 



4. Disadvantages of the ANP  

Despite many advantages, some disadvantages cause low rate of the ANP practical implementations. Here are 
some recognized disadvantages for using the ANP: 

1. Saaty’s scale is not big enough (Saaty & Vargas, 2006); 

2. The ANP is mainly used in nearly crisp decision applications (Ayağ & Samanlioglu, 2016); 

3. Large number of comparisons - solution to that problem is introducing ratings of alternatives instead of 
pairwise comparisons (Saaty, 2008), but then we get less precise results (Saaty & Vargas, 2006); 

4. Questionable understanding of comparisons of two criteria with respect to the third one (our example: in 
3a. step we have to compare k3 and k4 with respect to goal, but in 3b. step we also have to compare k3 
and k4, but this time with respect to k2 – that is often confusing); 

5. Comparisons of clusters are also often very confusing and not understandable (our example: in 4a. step 
we have to compare two clusters with respect to goal, and in 4b. we also have to compare the same cluster, 
but now with respect to cluster a1-a2-a3). People often do not differentiate between those two comparisons 
and do not know how to include influences between clusters when forming judgement; 

6. High complexity of the method in general and in comparing with the AHP. The AHP covers only some of 
the ANP steps. In the AHP, we do not care about influences between criteria, which makes the first step 
much simpler. In our example, if we want to use the AHP instead of the ANP, there is no need to conduct 
3b and 3c steps, as well as 4a, 4b and 4c. That also makes the AHP much simpler. Additionally, it makes 
the AHP a more often used method than the ANP. 

5. The ANP upgrade 

The ANP upgrade has focus on using the advantages of the SNA (Social Network Analysis) to diminish 
disadvantages of the ANP. Both methods are based on graph theory that enables their combination.  

Basic elements of the SNA in light of the graph theory are nodes/vertices (elements) and ties/edges/loops 
(connections, ordered or unordered pairs of nodes). Graphically, nodes are presented as points and ties as lines 
or arrows depending on the type of a tie (directed or undirected tie). Furthermore, ties can be unweighted (binary) 
or weighted. Binary tie has just the information if two nodes are connected, whereas weighted tie has additional 
information on intensity of connection between two nodes. In terms of the SNA, there are two basic types of 
analysis: centrality measures and substructures in network. We will focus on centrality measures because they can 
be helpful when calculating criteria weights. Centrality measures are related to nodes and they show importance of 
a certain node. There are three basic measures (Knoke & Yang, 2008): 

1. Centrality degree is the simplest centrality measure. It equals to the number of ties that are connected to a 
particular node. In directed graphs, we differ between centrality indegree (the number of ties that “come in” 
certain node) and centrality outdegree (the number of ties that “come out” from certain node).  

2. Closeness centrality is a centrality measure that calculates how close a certain node is to all other nodes. 
Calculation of this measure is based on geodesic distances (a shortest path between the nodes) between 
observed node and all other nodes. Characteristics of node with high closeness centrality are: fast access 
to all other nodes and high influence on other nodes. 

3. Betweenness centrality is a centrality measure that represents the degree of which nodes stand between 
each other. In other words the betweenness centrality counts how many shortest paths between each pair 
of nodes of the graph pass by a node.  

The ANP upgrades presented in this paper are based only on the three main centrality measures and it was 
developed by using design science research process paradigm (Hevner & Chatterjee, 2010). In accordance with 
this approach, we have defined several types of ties for the purpose of upgrading the ANP. They are described as 
follows and illustrated here by the example explained in the Demonstration.    

 Domination ties are ties between nodes that come as a result of comparing criteria, alternatives and 
clusters by using Saaty’s scale. Influences between criteria are not considered (analogy with the AHP). 
Figure 2 describes the example from the section 3. There are five criteria clusters and, as it was presented 



in section 3, step 3a, we have to do pairwise comparisons of all criteria. In terms of the SNA we got 
weighted directed graph. 

 Influences between criteria as ties in network - In the first step of the ANP we make decision making 
problem structure. We list all criteria as well as influences between them. Also, we have to measure those 
influences. The example is presented in Figure 3. Red lines represent influences between criteria 
(influences do not have to exist between all criteria). The difference between our upgrade and original 
ANP is visible in this step: in the original ANP we would have to do pairwise comparisons of all elements 
that are influenced by the same node and in our method experts do not make comparison because only 
data about influences between criteria in weight calculation are included.  

 Influences between criteria resulted from alternatives as ties in network – Now we analyse each alternative 
and compare criteria with respect to values of alternatives. In our example, a certain alternative has 
excellent value on criteria 2, but very low value on criteria 1 – that means that we draw tie between node 
2 and 1. In Figure 4 additional ties are shown (when compared to Figure 3) – those are ties which came 
as a result of comparing criteria values per each alternative. This step contains no significant difference 
related to the original ANP method. 

  
 

Figure 2., Figure 3. and Figure 4. Types of ties in upgraded ANP 

 Alternative domination ties – We will get final weights of 
criteria from Figure 5 by calculating and normalizing 
centrality measures for each criteria. Then we make 
alternative network and draw ties between nodes with 
respect to real values of alternatives per each criteria. After 
that it is possible to calculate global priorities and decide. 
In Figure 5 there are two alternatives and dominations 
between them per each criterion. 

In situation with more clusters (step 4 from section 3), in the original ANP method, we would have to compare 
clusters in pairs with respect to goal (in example step 4a). The clusters would also have to be compared with respect 
to other clusters depending on existence of ties between cluster criteria. In the upgraded ANP, we would have to 
compare clusters only with respect to goals. Ties between clusters will be incorporated to clusters’ weights with 
centrality measures. 

Demonstration. In order to demonstrate the method, we selected a problem of comparing popularity of Edmodo 
and Moodle (data taken from: http://www.capterra.com/learning-management-system-software, 2016). Table 4 
contains data about decision making problem: criteria (Number of customers, Number of users, Facebook likes and 
inFollowers), alternatives (Moodle and Edmondo) and values. The results must show which one is a better choice 
based on defined criteria and judgements of decision makers.  

The criteria weights and priorities of alternatives are shown in Table 5. Weights of criteria in ANP upgrade method 
are calculated normalizing centrality values. The results show different priorities of alternatives (Moodle and 
Edmondo) if we are using different methods for decision making. Figures 2-5 represents nodes and ties for this 
example. As it is shown in Table 5, the final results are very similar for three methods. However, upgraded ANP 
method used less resources for obtaining the result than original ANP without losing network structure of the 
decision making problem modelling. 

1 

2 

3 4 

5 

1 

2 

3 4 

5 

1 

2 

3 
4 

5 

Figure 5. Alternative domination ties 
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Table 4: Comparing popularity of Edmodo and Moodle 

 1 Costumers 2 Users 3 Facebook likes 4 inFollowers 5 Twitter followers 

A Moodle 70569 89237532 20747 8808 24400 

B Edmodo 350000 58000000 69485 4753 111000 

Table 5: Comparing different decision making methods results 

 1 Costumers 2 Users 3 Facebook  4 LinkedIn 5 Twitter  A Moodle B Edmodo 

AHP 0,365 0,365 0,09 0,09 0,09 0,44 0,56 

Original ANP 0,378 0,385 0,094 0,083 0,06 0,46 0,54 

ANP upgraded 0,346 0,367 0,0911 0,0971 0,0988 0,47 0,53 

6. Conclusion 

In this paper, we presened basics of the upgraded ANP method that eliminates some of disadvantages of the 
original ANP, such as complexity of the method and a large number of pair-wise comparisons that decision maker 
must do. We have combined the methodology of decision making modelling applied in the ANP with centrality 
measures used in the SNA in order to develop an upgraded ANP that has direct impact on decreasing 
disadvantages 3-6 from the list of disadvantages mentioned in section 4. With a new method, the number of criteria 
comparisons on cluster level is decreased and all comparisons that are result of criteria or cluster influences in 
original ANP are now excluded because influences are incorporated in model through centrality measures. That 
can be done by using only data provided in step 1 of the ANP. This also eliminates disadvantages 4 and 5 because 
decision makers do not have to do comparisons that usually are not understandable to them. Complexity of 
algorithm for finding solution of a decision making problem is also lowered. It is still higher than the complexity of 
the AHP but the upgraded ANP, similarly as original ANP, is modelling influences between criteria. In the next 
phases of our research we are planning to do a validation of the developed method by using a number of simulations 
on different decision making problem structures. 
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